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Abstract

This paper examines diagrams as academic and theoretical tools.
Drawing upon the work of Gilles Deleuze and Felix Guattari (1987),
a diagram is defined as an abstract machine for constructing
arguments. The theoretical diagram provides neither a direct
representation of the natural world nor a representation of a natural
data set, but a suggested theoretical walk through a landscape of data.
It is a tool for learning how to see, how to reason, and how to narrate.
The paper begins with a closer examination of diagrammatic thought
and the ways in which diagrams differ from other visual
representations. It then introduces Vannevar Bush (1945) and
follows his idea of associative trails through more recent attempts at
modeling semantic associations (Semantica Inc., 2005) and the use of
“trails” as narrative markers in the sequential art of comics
(McCloud, 1993). These trails, in turn, lead to a discussion of
academic work practices, trajectory (Strauss, 1993), and the means of
navigating information ecologies (Hutchins, 1996; Bowker & Star,
1999). Finally, the path returns to visualization practices, where it
uncovers diagrams as a distinct strategy which scholars may employ
as a method of analysis. Along the way, diagrams are offered as both
examples and theoretical models. For, among their other benefits,
diagrammatic models construct a visual language and represent what
is difficult to express in prose.

Introduction

Perhaps out of a desire for intelligibility, we can imagine that, in order to follow a
complex trajectory, the human mind begins with simple elements and constructs a
cultural object, which outlines both constraints to which it must submit and choices it
is able to make

— adapted from A.J. Greimas (1987, p. 48)'

The opening quote has been reorganized and adapted from the explanatory note of Greimas’ (1968) essay
“The Interaction of Semiotic Constraints,” which introduces the structure of the now famous semiotic
square. In adapting the quote for the purposes of this paper, I have switched the position of two phrases:
“construct a cultural object” and “follow a complex trajectory.” The original quote, which functions to
explain a quite different purpose, is presented below with the altered sections highlighted in italics.

“Perhaps out of a desire for intelligibility, we can imagine that, in order to achieve the
construction of cultural objects (literary, mythical, pictorial, etc.), the human mind begins with
simple elements and follows a complex trajectory, encountering on its way both constraints to
which it must submit and choices it is able to make.” (p. 48)
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By altering Greimas’ note as my opening quote, [ also wish to reorganize a corner of
discussion regarding visualization strategies. The “cultural objects” to be examined
are theoretical diagrams in the social sciences, and the “complex trajectories” are the
methodologies of study which these diagrams represent. These diagram objects—such
as Greimas’ (1987) own semiotic square, Fauconnier and Turner’s (2002) basic
“blending” diagram, and models of communication transfer—provide trajectories
which scholars may utilize in analyzing data. But this is not to say that diagrams force
data into a particular form. Much criticism has been directed toward structuralism and
its attempts to force data into pre-constructed molds. But rather than viewing the
diagram as a closed structure, I ask what the diagram opens up. A diagram is not a
stamp placed upon the data. A diagram, as the opening quote suggests, offers a series
of choices and constraints, a roadmap of choices for navigating through data. And like
geographic maps, diagrams only provide a possible outline or itinerary; they do not
determine the specifics of how a journey will unfold.

More generally, I wish to disengage diagrams from the burgeoning field of
information and data visualization. Visualization research revels in producing new
pictures of large data sets. These images map collected datasets and present a new
view of the evidence. But this experimentation of imagery depends upon a data
collection, which can be isolated and quantified. The graphic diagram examined in the
following pages, however, offers something quite different: the opportunity to present
theoretical models in a visual format beyond the formality of written language.
Diagrams contain language, but they break the grammar of language. They replace
the relations of words and concepts with lines, arrows, and shapes. Decisions,
regarding what language to include and what language to replace, rest upon the
qualitative judgment and critical choices of those drawing the diagram. The positions
of diagram terms are critically chosen from the beginning rather than mapped by a
computer for later manipulation. Indeed, the critical positioning of terms, the spatial
topology of the diagram, imbues the diagrammatic image with a sense of coherence
and meaning.

What, then, is a diagram? In the following discussion, theoretical diagram maps an
argument such that it can be approached and contemplated as an image. All images,
including evidential photographs and visualized datasets, provide an argument: a
series of choices as to what will and what will not be included. But the diagram
entails not only a choice of framing but the additional choices of layout and relation
as well. A drawn diagram offers a narrative argument, a story of what moving across
the image entails. Lines and arrows display a functional relation between terms: this
path can be followed in this way. One aspect of academic work, I suggest, is the
practice of building methodological tools for navigating ecologies of information.
And a diagram is a visual representation of these navigational trails. As the opening
quote suggests, diagrams are cultural objects composed of simple elements, and these
simple elements allow human cognition to follow a complex trajectory. The diagram
is neither a direct representation of the natural world nor a natural data set, but a
suggested theoretical walk through the landscape of data.

To guide this walk, a model is drawn. This model cannot predict the events and
encounters of a specific stroll, but it can guide the trajectory. It outlines a method for
recreating the path at a latter date, if not the specific expressions. This ability to
recreate a type of experience parallels the abstract machine of Deleuze and Guattari
(1987): “The abstract machine is pure Matter-Function—a diagram [italics added]
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independent of the forms and substances, expressions and contents it will distribute”
(Deleuze & Guattari, 1987, p. 141).2 A diagram is a function of matter, a model for
shaping matter. Diagrammatic machines shape matter into a form of expression, and
the contents of expression are inextricably tied to the form of their expression
(Deleuze &Guattari, 1987). The operations involved in forming an expression are
distinct from the contents that form makes possible. These operations are
diagrammatic, and their image constitutes the diagram. By way of example, imagine
the patent process. In order to patent a machine, a required drafting diagram presents
an outline of its construction and functioning. Patents rely upon drawn mechanical
arguments because these drawings model the consistent creation, repair, and
replacement of a type of machine. Each machine created from a patent diagram is a
specific object, a specific content and form of expression. But a single diagram
provides the model by which these machines are built. The diagram outlines the
operations which bring this form into being. Similarly, social science diagrams are
operational models for the construction of a narrative argument. Like patent drawings,
they show each component of the argument form, and how it fits together with other
components. By modeling a stable form, they allow it to hold content. But, unlike
patent drawings, the content is not a physical machine; the content is a series of
thoughts: “Diagrams are simple drawings or figures that we think with or through”
(Knoespel, 2001, p. 146). Reading a diagram, the viewer asks: What does this line
mean in terms of my argument? What part of my argument does this shape represent?
By answering these questions, theorists think through a diagram and build expressions
in the form of diagram models. A diagrammatic form outlines a model, but the
specific expression arises through the act of building. Thus, diagrams both formalize
thought and provide a means of discovery. Indeed, the thinking through of a diagram
is precisely what formalizes the discovery.

Every method of discovery is an abstract machine. But I also locate the diagram as a
concrete type of visual object. In doing so, I borrow a distinction between sentential
and diagrammatic representations (Larkin & Simon, 1987). Sentential representations
model expression as a single sequence of characters, a spoken string, or block of
written text. Diagrammatic representation, in contrast, indexes information by spatial
location. Examining these representations as tools for problem solving highlights the
differences of their forms:

In a diagrammatic representation, the expressions correspond, on a oneto- one basis,
to the components of a diagram describing the problem. Each expression contains the
information that is stored at one particular locus in the diagram, including
information about relations with adjacent loci.

The fundamental difference between our diagrammatic and sentential representations
is that the diagrammatic representation preserves explicitly the information about the
topological and geometric relations [italics added] among the components of the
problem (Larkin & Simon 1987, p. 66).

A problem solving approach assumes that representations are task oriented, and that
representations are created in order to examine a specific problem. But oriented tasks

? Deleuze and Guattari (1987) dedicate a section of their essay “On Several Regimes of Signs” in A
Thousand Plateaus to a discussion of diagrammatic thought and the abstract machine. Deleuze also
discusses the diagram in his books Foucault (1988) and The Fold (1989). See Knoespel (2001) for an
accessible general introduction to the Deleuzean theory of diagrams and Massumi (1992) for a meditation
upon the implications of diagrammatic thinking in the ontology of Deleuze and Guattari (1987).
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may not drive representation, and diagrams may offer general theoretical models
rather than specific solutions. This is especially true of social science diagrams, where
the image presents abstract material as a spatial ordering. Rather than preserve an
existing spatial topology, such diagrams apply spatial and geometric relations to
components of a more abstract issue. Diagrams represent the reasoning and thought
processes of their authors upon the plane of the page, but this mapping need not
reflect a concrete distribution of objects beyond the page. One method for solving
problem is to offer a better representation of the problem (Larkin & Simon, 1987;
Norman, 1993; Hutchins, 1996),3 and diagrammatic thought may take problems with
no direct spatial relations and represent them as a spatial argument. Interacting with
the diagrammatic representation will provoke new insight and suggest alternative
solutions. This method of discovery is the process of thinking through the diagram as
an abstract machine.

In the following pages, I seek to develop strategies for examining diagrams as
theoretical tools. In doing so, I first address the definition of the diagram in more
detail, asking how diagrams are different. What does a diagram seek to display? How
does this relate to other visual signs? Where do diagrams fit into a typology of
graphics, and how might this highlight their possible uses and differences? Secondly,
I conduct an initial archeology of graphic representation, and how it came to be
understood as a tool for modeling abstract thoughts. Beginning with Vannevar Bush’s
(1945) idea of associative trails, I ask how trails of argumentation are constructed.
Following the trail further, I explore more recent attempts to model associations
(Semantica software), and the use of “trails” as narrative markers in the sequential art
of comics (McCloud, 1993). In the third section, the trope of the trail leads back to
academic work practice, with a discussion of trajectory (Strauss, 1993) and the means
of navigating information ecologies (Hutchins, 1996; Bowker & Star, 1999). Finally,
I return to visualization strategies and uncover narrative diagrammatic models
(Greimas, 1987) as a distinct type of representation. These models, I suggest, offer
theoretical narratives which scholars employ as methods of analysis. Throughout the
essay, diagrams are offered as both examples and theoretical models. For, among
their other benefits, diagrams construct a visual language and represent what is
difficult to express in prose.

Seeing How Diagrams Are Different

In order to demonstrate how diagrams utilize spatial organization as an abstract
machine, I offer Stuart Hall’s famous image of “Encoding/decoding” (1990, see
Figure 1). The diagram summarizes the first half of Hall’s (1990) article in a simple
image, which can then be referred to as Hall later suggests three possible positions of
the encoding/ decoding relation.® Hall’s image introduces a structured trajectory with

3 Hutchins especially wishes to steer cognitive science away from the model of cognition as problem
solver. In its place, he offers a model of distributed cognition, in which cognitive activity arises from the
interaction of individuals with their environment. Environmental interaction relies heavily upon cultural
models and the available representations for describing that environment. A focus upon representations and
the ability to translate between them resonates with discussions in the sociology of knowledge as well.
Meaning and cognition arise through the translation of representational forms into other forms and models,
both external and internal. For a useful introduction and overview of these issues within a sociology of
knowledge framework, see Jules-Rosette (2004).

4 Although I focus upon the image of the diagram in this essay, I do not seek to privilege this
representational form over written prose or spoken language. Rather, I support a descriptive model in which
multiple modes of communication are used to approach a single topic. The diagram, in this regard,
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five distinct moments of communication.” The moments of Encoding and Decoding
are “determinate” moments in comparison to the privileged position of the discursive
form of the message (labeled in the figure by “Programme as ‘meaningful’
discourse”) (Hall, 1990, p. 129). The graphic diagram reflects this priority by
situating the determinate moments beneath the privileged position. More importantly,
however, isolating the encoding and decoding moments highlights that their
respective meaning structures (labeled “meaning structures 1 and “meaning
structures 2”) do not constitute a direct identity. Rather, the degree of symmetry
between these distinct moments relates the degree of understanding between sender,
who occupies the knowledge frameworks in the initial position, and receiver, who
constructs the knowledge frameworks of the final position. The model graphically
challenges the study of communication with a new research agenda: compare degrees
of symmetry and asymmetry between the encoding and decoding positions. In doing
s0, suggests Hall, scholars may better approximate exactly what is being
communicated by a specific meaningful program.
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Figure 1. Stuart Hall’s (1990) Encoding/Decoding relation

By parceling the communicative event into a series of five moments, the diagram
outlines Hall’s suggestion of relevant topology for the problem at hand. The construct
translates his theory of communication into a spatial graphic mode, and Hall has
chosen a graphic representation in order to imbue his argument with a spatial
typology. This typology can then be preserved as suggestions of the model are
translated back into the sentential representations of a written text. In the second half
of his brief article, Hall does just this. Thinking through the diagram, he uncovers a
series of theoretical positions relating the moments of encoding and decoding.

accompanies rather than replaces the text. The specifics of this imagetext relationship deserve further study.
Although unexamined in the current essay, Roland Barthes’ (1977) reflections on the relation between a
photograph and its caption provide fruitful ground for beginning such an analysis.

> Hall offers his five-step model as a direct challenge to the “mathematical model” of a simple sender-
transmission-receiver loop, as proposed by the cybernetics of Claude Shannon (1948) and Norbert Weiner
(1948).
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Differences of position arise as differences of symmetry across the two moments.
Thinking through the symmetries, Hall follows the lines of connection, asks what
each moment implies, and finally compares two of these moments (the moment of
encoding, and the moment of decoding) to uncover three possible positions. Thus,
three different contents are created through a similar set of operations. As Deleuze
and Guattari (1987) suggest, the model provided a diagrammatic abstract machine for
producing content. The abstract machine of Hall’s diagram, which outlines these
operations, does not circumscribe a single position of understanding. Rather, it
provides a machine for outlining how alternate understandings may arise from a
single message.

Hall’s image offers both an example of diagrammatic representation and a model of
communication. The priority accorded the message form arises from the encoding of
an event as a story: the event must become a story before it can become a
communicative event. Likewise, we can ask what kind of a story the diagram must
offer before it becomes a useful analytic tool. In claiming that diagrams become
stories, I position them as graphic images of narrative representation. Narrative
representations portray unfolding actions and processes of change through the
presence of a vector (Kress & Van Leeuwen, 1996).° Vectors lead the viewer to
perceive the image as a process rather than a timeless description. In diagrammatic
thought, the following of this vector is the thinking through of forming an expression.
The vectors of Hall’s model are easy to notice: the arrows indicating movement from
the left to right. These conspicuous vectors offer a deceivingly straight-forward
argument: the terms function like nouns and the arrows connecting them function like
verbs. Relations among the text fragments may then form clauses, such as
“Frameworks of knowledge are encoded by meaning structures 1 in order to become
programmes of meaningful discourse.” By reading Hall’s article, however, we find
that translation is not so simple. Hall presents at least five pages of written discussion
to explain what his graphic image entails, and none of this discussion is tied to a
specific instance of communication. Thus, a single arrow may indicate the need for a
verb of relation, but an abundance of verbs and multiple explanations can replace it;
“The meaning potential of diagrammatic vectors is broad, abstract, and difficult to put
into words” (Hall, 1990, p. 59). The strength of the diagram rests with the numerous
ways its vector connections can be explained. Diagram vectors represent more than a
single sentential representation, and following the narrative vector of a diagram offers
an explanation of what these connections represent in specific circumstances. As a
matter-function (Deleuze & Guattari, 1987), the diagrammatic image condenses the
vector (function) into a specific form of expression (matter). These expressions may
vary, even as the operations of their expression arise from a single diagram. The
variability of relations between encoding and decoding, not its structural determinism,
allows Hall to draw three distinct codes from a single model.

But does a diagram’s lack of linguistic specificity also uncover a weakness of its
representational form? Does the ambiguity of translating vectors into words allow the
diagram to promote a set of relations without adequate description? Can diagrams
provide a crutch for weak arguments? And do the “simplest cases” of diagrammatic

® Kress and Van Leeuwen (1996) differentiate between two types of images: narrative and conceptual.
Narrative images present stories in the form of vectors, whereas conceptual images present static qualities
or classification schemes. The category of narrative image covers a range of representations apart from
diagrams with defined arrows. Lines of sight, depicted roads, or suggested movement of actors are just as
likely to provide an image with narrative as the clearly marked arrows of diagrammatic representations.
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figures betray the complexity of the written text they claim to represent (Lynch,
1991)? “Simplest case” diagrams do not perform an independent representational
function. Like Hall’s image, they simply restate the written language of an article in
graphic form. Converting written text into a graphic display, the diagram makes an
argument “look” consistent without furthering the discussion (Lynch, 1991).” And by
tricking the viewer with the appearance of logical visual consistency, simple diagrams
provide the article with a greater weight of authority. Lynch labels this extra weight
“rhetorical mathematics” because it cloaks the argument within an image of logical
formality:

Although theory pictures are neither naturalistic nor mathematical representations,
they evoke an impression on mathematicity. . . . In an important way, these usages
are metaphorical, not mathematical, because often it is difficult to imagine how
numerical coefficients ever could be assigned to the structural axes and and causal
pathways (Lynch, 1991, p. 12-13).

But why should we wish to replace an image with numerical coefficients? We may
wish instead to replace the simplistic image with a new body of text, a text equally
consistent with the diagram yet distinct from the original text. Lynch criticizes the
openness of the simple diagram, but in order to do so, he returns to quantification.®
But the benefits of diagrammatic images rest in the ambiguity of their vectors, not
their quantification. Diagrams borrow from both written language and mathematics,
while breaking the rules of both. The diagram resides halfway between mathematics
and something yet to be explained (Knoespel, 149). Mathematically, it isolates
variables, but it fails to precisely define or explain these variables. Thus, the openness
of the diagram is both its challenge and its gift. The openness challenges the viewer to
think through the image, to produce thoughts via the abstract machine. But the
openness also offers numerous results from the process of thinking through. But this
openness is also a weakness, because the diagram itself cannot validate its arguments.
That openness must be filled, and each of these results examined separately. To
assume that “simplistic”” images uselessly restate the written contents of a text
assumes that the written contents are themselves easily graspable. But if the text is
complex, the image may provide a scaffold for understanding that complexity. As an
alternate route for understanding a text, diagrams translate the text in spatial terms.
But translation is always partial, and the diagrammatic representation can never
replace the specifics of sentential representations.

Criticizing the diagram for failings in the realms of mathematical potential or
linguistic content judges the diagram in accordance with rules of a foreign system.

7 Another line of argument suggests that diagrams function as mnemonic devices rather than sources of
additional insight. John Law (1986) labels this movement of interessement, a method for interesting or
enrolling readers in the text. The image also offers a handle for remembrance which readers may hold as
they leave, and the diagram may serve to mobilize resources in support of an argument (Latour, 1986,
Lynch, 1995), even as it offers little additional information.

8y oseph Gougen’s work with Algebraic Semiotics offers an interesting contrast with rhetorical
mathematics. Algebraic semiotics presents semiotic transformations and “morphisms” within a formal
system of algebra, attempting to flatten the diagram, along with all semiotic systems, to the realm of formal
logic. Gougen outlines a series of equivalences and algebraic axioms, but the application of these rules to
concrete “semiotic morphisms” remains problematic. His work, therefore, appears to swallow the decoy of
rhetorical mathematics. But I suggest Gougen’s work is itself diagrammatic, offering a series of problems
to think through “mathematically,” even as these problems cannot be formally defined in the language of
mathematics. Once again, the insight arises from the process of translation, not formal transformation.
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The spatial typology of diagrammatic representation presents a system of rational
imagery, which differs from both figurative representations and linear sequences of
musical, verbal, or mathematical notation. In his fascinating 1967 study Sémiologie
graphique (The Semiology of Graphics), Jacques Bertin outlines eight variables of the
graphical system: two dimensions of the plane, plus differences in size, value, texture,
color, orientation, and shape.9 Within these limits, Bertin creates a tripartite
classification of graphic types: diagrams, networks, and maps. But in relation to the
current essay, an important distinction needs to be drawn with his definition of
diagram: “a graphic is a diagram when correspondences on the plane can be
established among all elements of another component” (Bertin 1983, p. 193). Bertin’s
diagram involves a graph of axes, and points on the plane relate the variable of one
axis with another. In such a model, the diagram is mathematically specific: it begins
by attributing meaning to the two planar dimensions and then plots the
correspondences. Bertin (1983) limits the diagram to three dimensions, because his
typology only addresses “classic graphics™ involving the fixed image upon a page, but
his logic of the diagram is not limited in number of dimensions. Computer
visualizations, which allow users to map data correspondences across numerous
dimensions or move among a series of multivariable representations also fulfill this
definition.

A diagram such as Stuart Hall’s (1990), in contrast, does not plot data along a set of
axes. Rather, it models narrative vectors as a visual argument. Thus, to examine the
differences between Hall’s theoretical model and the correspondence-based diagram
of Bertin, we must disentangle what types of information each presents. The plotted
diagram of Bertin’s typology presents a relational argument drawn from a collected
data set. It provides a picture of the data, and is guided by the following questions:
What type of graphic should be used? And what graphic image best relates the visual
variables to indexed components of the information? The encoding/decoding model,
on the other hand, operates in the reverse direction: its spatial argument provides a
guide for isolating the components of information. This process is the practice of
diagrammatic thought, utilizing the diagram as an abstract machine:

A diagram has a function analogous to constructing a plot for a narrative argument
[italics added]. Once a diagram has completed its prephilosophical task of mapping
a conceptual space, the diagrammatic nodes must be animated with figures who
speak in coherent and consistent dialogue (Knoespel 2001, p. 150,).

A diagrammatic model provides the narrative plot, and the work of theorizing adds
the figures who speak in “coherent and consistent” dialogue. These figures are
translated into the frame of the diagram, such that the model may “‘speak for itself.”
Hall’s three positions offer separate views of the encoding/decoding relation, yet all
three result from a single diagrammatic image. The image does not graph these
positions; it offers a set of operations for discovering the multiple voices.

? Bertin's system offers a chapter detailing each of these variables, explaining their possibilities and
constraints, and is therefore an incredibly useful guide for graphic design. But the theory also assumes
problem-solving model of representation, assuming that graphics merely strive to represent a best view of
the data. A similar set of assumptions drives much of computer-aided information visualization (Card,
Mackinlay, & Shneiderman 1999; Ware 2000; Wilkonson 1999), as well as guidelines for graphic design
(Tufte 1990, 1997; Tonfoni 1998; Berryman 1984)
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The two models differ in their level of abstraction.'’ Bertin’s diagrams operate at a
level of empirical and evidential representation, where a change in the image displays
a change in evidence. But like Lynch (1991), I wish to move away from discussions
of images presented as evidence and toward the examination of visual aides in
theoretical arguments. “Theory pictures” operate at higher levels of abstraction, where
a change in the diagram indicates a change in the fype of evidence to be collected.
Altering terms in diagrammatic representation alters the abstract machine, and
altering a machine will produce a new type of object. Hall’s analysis of
communication would produce a new set of relations had he isolated six moments
rather than five. Thus, Hall’s model of encoding and decoding is itself a code, a code
for parceling an event of communication into a sequence of five moments. As a mode
of representation distinct from sentential language, diagrams parcel experience in new
and different ways, and challenge us to consider connections of thought, which are
difficult to model through written language alone. Diagrams offer the possibility of
theoretical representations beyond the realm of spoken and written language:
representations built upon a spatial typology rather than the rules of linguistic
grammar.'' But why consider the modeling of thought as a spatial typology? What
metaphors allow us to imagine thought as a spatial layout beyond the realms of
sentential representations cannot?

Visions of Information Architecture

Vannevar Bush’s essay “As We May Think” was published twice during 1945 and
immediately hailed as a groundbreaking vision of the future comparable to Ralph
Waldo Emerson’s address “The American Scholar” (1837). The essay first appeared
in the July issue of The Atlantic Monthly, and a shortened, illustrated version followed
in the September edition of Life. During World War II, Bush rose to prominence as a
highranking military engineer and chief organizer of the Manhattan Project, and his
bold essay formulates a new direction for science and engineering as research shifts
away from the victorious war effort. But the July and September publication dates,
which announced a new research agenda in times of peace, ironically bracketed the
extreme violence of the war’s end, a violence Bush himself was instrumental in
achieving: the atomic bombings of Hiroshima and Nagasaki during August of the
same year.

“As We May Think™ predicts a series of inventions, which Bush believes will
revolutionize the practices of knowledge and memory, including miniature personal
cameras, the growth of microfilm storage, a “vocoder” speech to type translator, and a
powerful calculator dubbed the “thinking machine” by the editors of Life. The
article’s centerpiece, and source of its lasting influence, however, is a device labeled
“Memex.” The memex is a mechanical aid to extend memory through personalized

10 The concept of levels of abstraction is borrowed from Gregory Bateson (1972) and the stimulating
insights of Steps to an Ecology of Mind. 1 use the concept generally and do not relate presented models to
specific levels of Bateson’s discussion. As a preliminary suggestion, Bertin’s (1983) diagram may be said
to offer models of proto-learning, whereas the theoretical models (such as Hall’s (1990) image and those
throughouth this paper) operate at the level of deuetro-learning, or learning to learn (Bateson, 1972).

The diagram’s ability to break with linguistic grammar through the creation of a new spatial grammar
may offer a clue to the diagram’s appeal in structuralist circles. In structuralism’s attempt to condense all
thought to language, diagrams offer the ability to comment on language from beyond its borders.
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filing and rapid information selection.'” Although the record of collected information
continues to grow, consultation of this record and its subsequent translation into
useful knowledge remains mired in outdated methods: “Selection [of texts] is a stone
adze in the hands of a cabinetmaker” (Bush, 1945, p. 99). Sixty years later, with an
increasing cascade of information, Bush’s concerns and suggestions remain starkly
contemporary:

This is the essential feature of the memex. The process of tying two items together is
the important thing. . . .

Thereafter, at any time, when one of these items is in view, the other can be instantly
recalled merely by tapping a button below the corresponding code space. Moreover,
when numerous items have been thus joined together to form a zrail, they can be
reviewed in turn, rapidly or slowly, by deflecting a lever like that used for turning
the pages of a book. It is exactly as though the physical items had been gathered
together from widely separated sources and bound together to form a new book. It is
more than this, for any item can be joined into numerous trails (Bush, 1945, p. 103-
104).

The solution to poor indexing and information selection rested upon the creation of
associative trails, which, when stored in a Memex, could efficiently and easily
retrieve information at a later date. Today, Bush’s (1945) charge for a “selection by
association, rather than by indexing” (p. 102) remains unanswered. Web-based
hypertext links numerous documents, but user-defined trails of association cannot
blaze across unconnected texts. Rather, they can only follow those links already
embedded in the text."

What interests me about Bush’s (1945) suggestion of associative trails, however, is
not the intricacies of hypertextual navigation, but their proclaimed “analogy” with a
theory of cognition. The memex, and Bush’s reflections on its possibilities, were
firmly rooted in an environment of utopian thinking imagined through the lens of
analog technology (Nyce & Kahn 1991; Owens, 1991). The potential memex
manifests itself as a direct modeling of the brain, and the promise this holds for
personalizing the storage and retrieval of information:

When items are thus tied together in a chain, when an item in the chain can be
caused to be followed by the next, instantly and automatically, wherever it may be,
there is formed an associative trail through the material. It is closely analagous [sic]
to the trails formed in the brain, and it may be similarly employed (Nyce and Kahn,
1991, p. 58).

The trails of the memex diagram a process of thought. And by following these trails,
one can recreate earlier associative trails. Physically, the memex provides a personal
memory prosthesis containing all the books, facts, letters, records, and

12 Bush’s vision of the memex changed over time in response to new technology and theories of cognition.
The discussion in this paper, however, focuses upon the original idea presented in 1945. From Memex to
Hypertexr: Vannevar Bush and the Mind’s Machine (1991), edited by James M. Nyce and Paul Kahn
collects Bush’s writings regarding the memex, along with commentary, reflections, and supporting
documents.

13 Randall Trigg (1991) offers a thoughtful, although now somewhat dated, comparison between Bush’s
trailblazing and hypertext construction. Ted Nelson, who coined the word hypertext in his influential
Computer Lib/Dream Machines also argues that hypertext has failed to live up to its potential for modeling
narrative.
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communications with which an individual came in contact (Bush 1945): a library
demarcated with personal trails of association. But the function of memex is an
abstract machine: a set of operations for rebuilding the thoughts diagrammed by its
trails. The memex allows individuals to perfectly recreate expressions of thought, just
as patent diagrams provide a means for recreating physical machines. Moreover, by
recording personal trails, the memex makes those trails visible, and, once visible,
trails may be followed by others. Bush (1945) foresaw a profession of trailblazers
who delighted in finding new and useful trails through the enormous mass of the
common record. The vision of memex is much more than a call for diagrams; it is a
call to institutionalize, share, and mechanize diagrammatic thought. In the form of the
memex, diagrammatic trails of interpretation guide information selection, overcoming
the “stone adze” of standardized indexing."*

Although the memex champions the lofty ideals of diagrammatic thought and abstract
machines, Bush’s interest in trailblazing may have much humbler origins. For his
Master’s Thesis from Tufts College, Bush invented the Profile Tracer, a machine for
measuring the distance traveled by surveyors over uneven ground (Owens, 1991).
During these years of study, the intellectual atmosphere of Tufts engineering school
was dominated by Gardner Anthony, who advocated the graphic language as “an
exercise in writing straight and thinking straight” (Owens, 1991, p. 26). Anthony’s
short book (with lengthy title) An Introduction to the Graphic Language: the
Vocabulary, Grammatical Construction, Idiomatic Use, and Historical Development
with Special Reference to the Reading of Drawings (1922) proclaims the uniqueness
of technical graphic drawing as a system of orthography, vocabulary, and grammar."’
Understanding graphic language allows the engineer to “express ideas in the most
concise manner with absolute accuracy of detail, using the greatest care to avoid
ambiguity” (Anthony, 1922, p. 81). Building upon architectural and technical patent
drawing, Anthony champions the diagram for its specificity. Here, the diagram’s
ability to escape language makes it powerful, contrasting sharply with the unspecific
weakness of Lynch’s (1991) simplest case. Whereas Lynch’s criticism begins from a
diagram’s poverty of theoretical complexity, Anthony’s praise arises from their
usefulness in the building of structures and objects. But what prevents bridging this
strength of manufacturing into the realm of the abstract? The abstract machine
suggests just this: that theories and interpretations, like physical machines, can be
reproduced diagrammatically. The only difficulty rests with how. When Bush (1945)
ends his visionary essay by asking if the connection between the human senses and
knowledge absorption may be established more directly, he echoes the Gardner
Anthony’s Graphic Language. With the suggestion of associative trails, he also offers
a partial answer of how that may be accomplished.

Similar suggestions for modeling the trails of association continue in academic
discussion, and San Diego based company Semantica Research, Inc. has recently
reinvigorated the prospect of visually displaying association. Without directly citing
Bush, Semantica’s byline “I see what your thinking” renews his call to make thought

14 . . . . .

The memex records more than links between information. It also records the interpretative act of
associating two distinct texts. Associative trails interpret information rather than index information, and the
abstract machine operates as interpretation (Massumi 1992, 17).

15 Surprisingly, Anthony’s text is rarely mentioned by later writers, such as Bertin (1983) and Wilkonson
(1999), who pursue the similar aim of outlining a grammar of graphic language.
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process directly accessible through the senses and reiterates the virtues of Gardner’
Anthony’s graphic language. Semantica’s product line provides software for the
creation, viewing, and sharing of semantic networks. Networks consist of three
hierarchical levels: 1. Concepts, 2. the Relations connecting concepts, and 3.
Instances, which encompass at least two related concepts (Analyst, 5; Network, 3; see
Figure 2).'° Concepts are entered into a network and associative trails connect them
with other concepts. Naming these associations transforms them into relation, and
links two concepts as a single Instance. Like memex, Semantica’s model relies upon a
proclaimed analogy with the practices of memory:

Our Semantica products quickly and easily capture what experts know, organize it,
and visually represent it the way that humans store information in long-term
memory [italics added]. Unlike traditional databases, which try to fit knowledge into
rigid structures of tables and rows . . . , [Semantica] allows the expert to model their
internal mental structure and expose it to others within and outside of the
organization (http://www.semanticresearch.com).

concept

conca

Figure 2. The three levels of a Semantica Knowledge structure: 1) Concept, 2)
Relation and 3)Instance.

Semantica visually represents the collective mental structures of an organization. The
rhetoric of Semantica’s papers and press releases emphasize this visuality, hoping to
reintroduce experimental visualizations to the center of intellectual discourse. Like
Anthony’s graphic language, Semantica champions the detail and specificity of visual
representation. But like Lynch’s theoretical pictures, the company examines visual
artifacts at the levels of “metacognition,” and theoretical sophistication: “[Semantica]
reflects our thoughts back to us as concretized, visible things instead of momentary,

16 ., ) o . L )

Semantica’s three levels fulfill a similar function as Charles Pierce’s concepts of firstness, secondness,
and thirdness. Although Semantica white papers present the product in terms of education and semantic
network theory, they do not draw upon the field of semiotics.
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fleeting entities” (Semantica in Education, 2003, p. 1 1).17 Although Semantica offers
a personal environment for the construction of associative trails, it does not allow
users to solidify a geometry above the level of relation. Instances simply connect two
concepts, they cannot build shapes or patterns.

But the spatial topologies of what I have been calling theoretical diagrams exist as a
completed image, not just a collection of relations. The connections of diagrams are
positional, not symmetrical (Jameson, 1987, p. xv), and understanding the placement
of terms plays an important role in grasping the operations of an abstract machine.
The pieces of a patented machine do not connect haphazardly; they adhere to an order
and placement demanded by the accompanying diagram. Likewise, diagrammatic
theories build narrative arguments through spatial relations of conscious and critical
placement. As a spatial argument, the positioning of terms trumps their specific
definitions. In response to this provision, I returned to the metaphor of the trail and
found, in the writings of Scott McCloud as definition of “trails” as spatial narratives.

Building upon Will Eisner’s definition of comics as “sequential art”’, McCloud (1993)
examines the possibilities of comics as a distinctive art form. In doing so, he dedicates
significant amounts of discussion to the representation of time (See Chapters 3 and 4).
McCloud (1993) highlights that, although individual comic frames are static, action
occurs as the reader moves from one image to the next. The action does not occur
within the marked frames, but in the unmarked “gutter” separating frames. From the
emptiness of the gutter, the reader creates closure and imagines the movement from
one comic frame to the next. Or, to utilize the language of Semantica, the gutter
allows the reader to connect two comic terms and relate them as a single instance. All
readers of a single comic follow the shared narrative of the frames, but the specific
details of narrative action rest upon the individual reader (see Figure 3). By
demonstrating how comic narratives share a story with guided actions but ambiguous
details, the analogy of the gutter offers a clue to solving the puzzle of diagrammatic
representations. Terms of a diagram, like comic frames, choose the essential elements
of a story. But the axe of a diagrammatic argument strikes in the gutter, when an
individual reader elaborates the details as a specific expression.

In a subsequent book, McCloud (2000) redefines the sequential art of comics as “an
artist’s map of time itself” (p. 206). Comics translate temporal relations into a spatial
layout, and reading this layout provides the vector for their narrative. But the
direction of graphic narrative vectors need not follow the right to left, top to bottom
arrangement of classic comics on a printed page. Rather, the narrative path from
comic frame to comic frame can adopt an infinity of forms.'® But how will readers
know which path to follow from frame to frame? McCloud (2001) suggests
connecting frames with a simple line and in an online series, he labels these lines
“trails”. Although McCloud mentions Vannevar Bush as a predecessor to the digital
publishing revolution, he does not specifically cite Bush’s use of the term “trail.”

17 Can semantic networks function as abstract machines? Geneviéve Teil and Bruno Latour (1995) ask a
related question in their essay “the hume machine: can association networks do more than formal rules?,”
which explores the possibilities of association networks to model computerized data analysis. Like Bush,
the authors emphasize the personalization of networks: “the possibility for the actors themselves to define
their own reference frames as well as the metalanguages used within them” (1). Teil and Latour share many
of the conclusions of this essay, including their final suggestion that association networks are “moving
closer and closer to techniques of narrative” (ibid., 9).

¥ See McCloud’s discussion in chapter ? of Reiniventing Comics. A number of comic examples with non
traditional trail structure are also available on his website (http://scottmccloud.com)
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However, McCloud’s vision of the comic artist carving narrative trails across an
infinite canvas reflects the “professional trailblazer” of Bush. The comic artist creates
a map of time in space, and outlines the temporal trail across that space. Trails
connect frames depending upon the associations of the artist. But the specific details
and interpretation of those associations are left to the reader. The result is a visual
artifact, both entertaining and operational. Comic artists share their stories, but only
as readers think through the connections. McCloud revels in the possibility of comic
art as a dialogue between artist and reader. And describing these possibilities, he
unwittingly recalls Bush’s work with the Manhattan project: “Comics is a powerful
idea . . . like an atom waiting to be split” (McCloud, 2000, p. 238-241).

I MAY HAVE DRAWN AN AXE BEING
RAISELD IN THIS EXAMPLE, BUT I'M
NQT THE ONE WHO LET IT DROF
OR DECIDED HOW AARL THE BLOW,
OR WHO SCREAMED, OR JWH Y.

oW YOUDJE 7
: /{//r;f pr—rt?

7HA7, DEAR READER , WAS YOUR
$FECIAL CRIME, EACH OF YOu
COMMITTING IT IN YOUR QWN S7YZ&

Figure 3. McCloud’s “graphic” example of blood in the gutter. McCloud provides
this example to demonstrate how the reader of comics produces closure by imagining
the details which connect two frames.

Watching Academic Work

The effects of splitting McCloud’s atom were indeed powerful, and propelled his
work beyond the realm of comics. His name is now cited in relation to graphic design,
film studies, and reflexive use of alternative text formats. I too continue the
discussion. What might the concept of trails, as outlined by both Bush and McCloud,
contribute to an analysis of diagrammatic representation? I suggest academic practice
can be likened to the professional trailblazing of Bush. Like McCloud’s comic artists
of the future, academics carve narrative trails across an infinite canvas. In the realms
of information retrieval a “search” requires following a trail. Likewise, ethnographic
and ethnomethodological researchers often “trail” participants in order to understand
local practices. Both search and research trails, however, operate within a larger
project: the collection and analysis of information, which is then written and
presented either in conference proceedings or journal articles. Do the narratives of
these journals form trails of their own? And how might the narrative representations
of diagrams relate to these wider narratives? Can diagrams represent these narratives
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as maps of intellectual space, just as comics offer spatial maps of narrative time? And
if so, should academics be writing diagrammatic comic books?

The trails of academic argumentation rely on more than just association. They require
the analysis and clarification of these associations such that another scholar may
discern their information and argument structure. The subtlety of descriptive social
theory is one of its greatest strengths. Trails of academic research are rarely obvious,
and walking them entails a careful following, a careful reading. Careful explanation
of theoretical connections combines the associative trails of Bush with the narrative
trails of McCloud. Associations become lucid, shared, and discussed once they are
situated within a narrative.' Academic research parallels the trailblazing of Vannevar
Bush (1945) by linking distinct sources of specialized information in order to further
a larger claim. But academics go one step further: they analyze and explain the wider
significance of their trail. Information is richest when it offers multiple meanings and
a wealth of possible interpretations.”” These meanings gather in webs of information
ecology, which, like biological ecologies, are densely interwoven, messy, redundant,
and complex (Bowker & Star, 1999). As a result, the utility of associative trails across
an information landscape is not self-evident. Interpretation reduces ecological
richness, grounding analysis in specific contexts or local practices.

In order to examine these local work processes, Anselm Strauss (1993) employs the
term trajectory. A trajectory involves both the emergence and persistence of
phenomena, as well as the multiple actions contributing to the phenomena. The
important dual meaning asks both what trail does an object of analysis follow and
how 1is that trail shaped by interactions with other objects and actors. Trajectories
result from interaction, and this interaction puts the trailblazer back on the trail.
Trails, both the associative trails of memory and the dusty trails of the countryside,
alter as they are traversed. As action continues, trajectories merge, diverge, interlace,
and change direction. In academic circles, the interpretation, conceptualization, and
projection of phenomena redirects the unfolding trajectory of an analyzed object.
Analysts gather strings of information from the information ecology, and knot these
strings along lines of association and interpretation. Knots make associations explicit,
the work of tying applies the critical judgment of an expert, and academic writing
publishes the knots as a finished essay, a series of sentential representations.

As an alternative strategy, diagrammatic representations explicitly highlight aspects
of analysis (through a clear display of terms and relations) while leaving other aspects
ambiguous (the specificity of these connections). A diagram offers a narrative trail
waiting to be completed. Like a comic book, moments of shared narrative are clearly
marked, but most of the argument occurs in the “gutter.” Approaching a diagrammatic
model, the reader must provide closure, relating cross-term connections as a single
instance. The researcher may imagine these connections with as little or as much
detail as they wish, but like the readers of McCloud’s comic, it is they who drop the
axe. How one drops the axe betrays a theoretical commitment, and communities of

1 The importance of narrative for theoretical exposition and argumentation is also a major theme of
Francois Lyotard’s The Postmodern Condition (1979)

2 Inan insightful section dealing with the semiotic theory of codes, Umberto Eco (1976) bridges both
Stuart Hall’s (1990) encoding/decoding model and the multiplicity of information: “Information is a value
depending on the richness of choices. . . . This richness of the message is only reduced by the addressee
when he [sic] selects a definitive interpretation” (p. 141).
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researchers develop around these shared sets of commitments. Communities of
practice wield similar axes, and swing them in similar arcs. Consequently, they share
more detailed narratives and chop similar trails across the information landscape.
Research trajectories blaze trails across the information ecology. These trails are then
shared, so that others with similar axes may run along them, rather than chop a new
path.

But merely suggesting research and publishing as trailblazing and the sharing of trails
does not answer the charge of how trailblazing benefits from the use of diagrams.
Having moved from trails to trajectory, I was not surprised, therefore, when the next
piece of the puzzle accompanied a discussion of navigation. Throughout Cognition in
the Wild (2001), Edwin Hutchins utilizes diagrams as situating devices in order to
share the cognitive strategies of navigators. Thinking through Hutchins’ diagrams
places the reader in relation to the navigational markers being described.
Diagrammatic thought, like navigation, is a method for getting from point A to point
B, from one location of understanding to another. In the process, diagrams play a
“piloting role” (Deleuze and Guattari, 1987, p. 142): they suggest a new way of
seeing from a new perspective and present a new visible landscape of the information
ecology. Likewise, Hutchins’ diagrams pilot the reader to an understanding of
Micronesian navigation. Micronesian navigators do not direct a moving canoe among
stationary islands. Rather, they maintain a stationary canoe as the islands move by on
either side. For those of us familiar with geographic maps, the Micronesian model is
difficult to grasp. We are too firmly positioned in a community of practice which
imagines the geographic landscape as a stationary set of markers. But the model of
mapping stationary locations is equally difficult from the perspective of the
Micronesian navigator (Hutchins, 1979). In a useful explanation of this confusion,
Hutchins offers a thought experiment:

Go at dawn to a high place and point directly at the center of the rising sun. That
defines a line in space. Return to the same place at noon and point again to the
center of the sun. That defines another line in space. I assert that the sun is located
where the two lines cross. Does that seem wrong? Do you feel that the two lines
meet where you stand and nowhere else? (Hutchins, 1979, p. 81)

Sun

Figure 4. Hutchins’ diagrammatic example of how two lines, which appear to cross at
an individual standing on earth, can be shown to meet at the sun. Thinking through
the diagram situates the viewer beyond the solar system.
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Intuitively, the two lines appear to cross at the point where the individual stands, but a
diagram displays how they may meet at the sun (See Figure 4). The diagram is drawn
from a perspective beyond the solar system. Thinking through the diagram places the
viewer beyond the solar system as well. The diagram is both a situating device and a
coding scheme, allowing the viewer to see the world from the perspective it
establishes (Goodwin, 1994). Geographic maps, like the solar system diagram, place
the viewer above the landscape. Micronesian navigation, in contrast, systematically
organizes its representations around the position of the canoe. The two
representational systems lend themselves to distinct sets of inferences, and
calculations (Hutchins, 2000), but both provide useful navigational models. The
diagrams of each model provide a means for locating markers within a landscape, and
therefore play a piloting role. Navigation, like cognition, occurs as a system of
interaction between individuals, the environment, and the markers highlighted within
that environment.”'

The strength of Hutchins’s thought experiment arises through the reader’s notice of
shifting reference frames. In the experiment, the reader begins, like a Micronesian
navigator, from the frame of their body as it observes the sun. The diagram, however,
draws them out of this frame and positions them beyond the solar system. Thinking
through the diagram moves the reader from one position to the next: from the frame
of the body to an external viewpoint. But most of Hutchins’ navigation diagrams
operate in the reverse direction. In order to situate readers on Micronesian canoes, he
translates diagrams of geographical positioning into images of horizon lines and
positional efak islands. Via these diagrams, the reader is removed from his/her
position above the ocean and placed within the Micronesian canoe. Shifting diagrams
move the horizon around the individual, just as the stars move about a canoe.
Diagrams move readers from one island of thought to another, and the abstract
machine formalizes a new interpretation by reconstructing the perspective of the
canoe.

In a later paper, Hutchins discusses this practice of thinking-through diagrams as the
use of material anchors for conceptual blending. The theory of conceptual blending
(Fauconier & Turner, 2002) outlines a cognitive trajectory in which two mental
spaces become blended to create a new mental space (See Figure 5). The blending
trajectory is represented by a narrative diagram consisting of four spaces: 1) a generic
space, which holds the structure that the input spaces share; 2) two input spaces; and
3) the blend. Selective elements of the input spaces project into the blend, where they
give rise to new emergent structure. In the diagram, the square in the blend space
represents emergent structure. Elaborating this structure—a process known as
“running the blend”” (Fauconnier & Turner, 2002)—gives rise to new elements, which
are indicated by the small white circles of the blend space. By running the blend,
individuals discover new properties, relations, and elements. Stable input models
facilitate the process, and one method for achieving stability is the creation of
physical models or “material anchors” (Hutchins, 2000). Material anchors represent
an input space ready at hand, which may then be blended with another mental space.
The analog clock, which presents a cyclical model of time divided into two series of
twelve-hour segments, provides a good example. Familiarity with reading clocks

2 Hutchins works these discussions into his argument within the larger category of distributed cognition.
Distributed cognition offers an alternative model of cognition from the “official history of cognitive
science,” (356-259) in which cognition occurs as much outside the head as within it. Rather, cognition
occurs as a system, in which individuals interact with the built environment and the tools within it.
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results from apprenticeship in a community of practice, and, once gained, an
individual can blend the structure of the clock face with knowledge of day and night
in order to specify the time (Hutchins, 2000). Material anchors provide ready-made
mental models, which, when blended with specific circumstances, allow individuals
to navigate their surroundings and produce local meaning.

Lgneric Space

Ingut [,

Blend

Figure 5. The basic blending diagram. The images consist of 1) a generic space, 2)
two input spaces; and 3) the blended space. The square in the blended space
represents emergent structure, and the small white circles are new discoveries.

The spatial typologies of diagrammatic representations fulfill a similar role in the
analysis of data. Diagrams provide a ready-made structure with which to interpret and
reduce the richness of information. Just as Fauconnier and Turner (2002) utilize a
diagram to explain conceptual blending, conceptual blending can also be employed to
explain the usefulness of diagrammatic representations. The diagram provides an
image of mental structure, and sharing this representation attempts to create a
common understanding. Blending this spatial typology with collected data provides
an opportunity for running the blend, and uncovering new discoveries. Thinking
through diagrams produces new discoveries, and formalize a specific expression of
the abstract machine. Externalizing operations of discovery as diagrammatic
representations provide images of shared mental structure such that others can “see
what [the expert] is thinking” (Semantica). Interactively thinking through these
representations situates individuals and introduces the shared psychology of a
community of practice. As navigational tools for reasoning, diagrams operate as a
form of “professional vision™:

Inscription practices are accomplished through appropriate use of artifacts [such as
diagrams]. Supporting such tool use are sets of perceptual structures, the ability to
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see what and where to measure. Moreover, we are able to glimpse how these
structures are passed from one generation to the next through apprenticeship
(Goodwin, 1994, p. 615).

The narrative outlines of diagrammatic representation contribute material anchors for
navigating new trails and running new blends. Diagrams clearly label the categories,
and terms relevant to a specific community (Goodwin, 1994), condensing the richness
of the information landscape into bounded frames. The trails of narrative may then be
traced from frame to frame, with the resulting stories shared across a community

Diagrammatic representations construct spatial typologies in an attempt to share
mental structure and arrive at a collective psychology. By displaying the associative
trails of “experts,” they stabilize “professional vision” for communities of practice. If
the perspective of professional vision is difficult to grasp, a diagram situates the
novice by reorganizing the information landscape. Through the lens of the diagram,
islands of thought swim by the viewer, and the abstract machine reproduces a shared
perspective. Diagrammatic markers offer signposts for navigating shared narratives,
but the closure of filling the gutter with detail provides individuals with a unique trail
of personal associations. The critical analysis and descriptive sharing of this personal
trail is the work of theorizing. A collective structure, the shared functions of the
diagram, help plan the journey, but the detail lies in the traveling. **

Looking at Visualizations

Returning to the cascade of visualization artifacts, how well do they answer this call
for representations of shared psychology? Do information visualizations provide
adequate tools for navigating the trails of an information landscape? Do they produce
new realities, new insights, and new interpretations? Diagrams present markers for
navigating an ecology of information, and theorists navigate the blend of
diagrammatic space and specific data. The theorist, following the comic-style
narrative of a diagram, colors the gutter with precision and description. The diagram
outlines a trajectory, and introduces the landscape. It provides a narrative structure for
traversing the landscape along a vectored trail. But the individual researcher must still
walk the trail, and the discoveries of that trail arise from critical, careful, and
conscientious marking of space they discover.

This contrasts sharply with the current flood of information visualizations, which
more closely resemble the diagrams of Jacques Bertin (1983). Computer-aided
visualization strategies map the correspondences of massive data tables, in order to
produce new views of data. Researchers then interpret and analyze these views to
explain patterns, discrepancies, or interesting points of convergence. Such
visualizations provide the matter upon which interpretation functions, rather than a
Matter-Function (Deleuze & Guattari, 1987): a diagrammatic model for guiding
interpretation. Building upon Bertin’s aphorism that “graphics is the visual means of
solving logical problems,” Card, Mackinlay, and Schneiderman (1999) define

%2 Hutchins (2001) wishes to steer cognitive science away from the model of cognition as problem solver.
In its place, he offers a model of distributed cognition, in which cognitive activity arises from the
interaction of individuals with their environment. Environmental interaction relies heavily upon cultural
models and the available representations for describing that environment. The distributed cognition
resonates with discussions in the sociology of knowledge. In both fields, meaning is understood not as a
solution to tasks but as a translation from one setting to another (See Jules-Rosette, 2004).
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Information Visualization as “the use of computer-supported, interactive, visual
representations of data to amplify cognition” (6). The goal of visualization, they
continue, is insight, not pictures. But, unlike both Bush’s (1945) trails of associated
information and theory pictures of diagrammatic thought, “scientific visualizations
tend to be based on physical data” (Card, Mackinlay & Schneiderman, 1999).
Visually transforming a data set may highlight patterns of interest, but the image only
highlights; it does not offer an explanatory narrative. Reading a computer-generated
visualization image rests within the narrative of a predefined task. It is an event of the
story, not the arch of the story. Not surprisingly, therefore, the authors provide a
diagram displaying the narrative process of using visualizations in the service of a
task (See Figure 6). First, Data Transformations map Raw Data into Data Tables;
next, Visual Mappings transform data tables into Visual Structures; and, finally, View
Transformations complete the process by creating new Views (Card, Mackinlay &
Schneiderman, 1999). Every step of the process benefits from information
visualization, but the trajectory of work remains the same. The diagrammatic figure
displays the dominant narrative of an abstract machine, in which each stage of
visualization is merely a cog.
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Figure 6. “The Uses of Computer Visualization.” Presented by Card, Mackinlay and
Schneiderman, (1999), the diagram portrays how data transformations, visual
mappings, and view transformations of computer information visualization are
situated within the narrative of a task oriented work trajectory.

Thus, the narrative representation, in which visualization contributes to a task,
provides a better example of diagrammatic thought than the visualization strategies
themselves. The diagram is not in service of an external task; the diagram explains the
task. Or, more precisely, the diagram is the task. The diagrammatic function shapes
matter into a form of expression, and “the diagrammatic or abstract machine does not
function to represent even something real, but rather constructs a real that is yet to
come, a new type of reality” (Deleuze and Guattari, 1987). Diagrams offer new
interpretations of reality, the movement from one island of thought to another. Theory
diagrams function like the navigational images of Hutchins: they situate the viewer in
the canoe. In Micronesian navigation, the canoe remains stationary as a new location
arrives for the navigators. Similarly, the diagram remains stable, as a new
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information-scape arrives for the theorist who is riding it. Diagrammatic thought does
not task itself with moving to an already known and geographically mapped location.
Rather, the image explains how a new location, a new reality, and a new
interpretation may gather around the diagrammatic theory. The new locations of
diagrams result from coding schemes, which teach the viewer how to see. These
ready-made models parcel events via a spatial topology which escapes sentential
representation; they produce notational systems for representing new methods of
seeing (Norman 1993). Like visualizations, they offer stable artifacts. But they are
also instructions for producing new cognitive artifacts; they are abstract machines for
the reproduction of an expressive form. As abstract meta-representations, diagrams
represent methods of representation (Norman 1993).

The diagrammatic symbol of the semiotic square, from which the opening quote was
adapted, exemplifies this logic (See Figure 7). Greimassian semiotics specifically
aspires to create meta-representations for translating between levels of language: “the
investigation of meaning is by definition a metalinguistic activity that paraphrases and
translates words and utterances by other words and utterances” (Peron, 1987). The
semiotic square is one such attempt. As an analytic framework, it translates the
language of narrative into a spatial construct, and numerous theorists, including
Bennetta Jules-Rosette (2004), James Clifford (1988), Frederic Jameson (1987), and
Katherine Hayles (1999), have utilized the square. Through a shared set of operations,
these theorists have expressed a variety of contents. Since all these utterances share a
common form, they function as “immutable mobiles” (Latour, 1986), and may be
shared, compared, studied, and exchanged.** The semiotic square creates a notational
system with which to compare numerous domains through a shared spatial topology.
More importantly, however, this shared topology outlines a trajectory for producing
yet more descriptive forms. The terms of the semiotic square are connected by
narrative vectors. These vectors must be animated to speak, and they have spoken
with many voices. Expounding upon these connections—filling their “gutters” and
giving them voice—retranslate the model into prose and produce additional insight.

Thus, the semiotic square operates as narrative representation on multiple levels. On a
primary level, it isolates the structure of narrative. On a higher level, it returns this
structure as a process for constructing other narratives. But how does the system
work? What operations does the square suggest? What trail does it blaze? First, the
square requests the isolation of two oppositional terms, or semes. These semes
become the characters, whose subsequent actions will complete the story. Each
character-term generates another character, its simple negative. Beginning with the
opposition of student and teacher, for example, we generate the terms of non-student
and non-teacher. Notice that these negatives are not synonyms of the original terms.
The qualities of a non-student differ greatly from the qualities of a teacher. As the
story continues, relations develop between characters, and the square unfolds into its
full structure:

The entire mechanism is capable of generating at least ten conceivable positions out
of a rudimentary binary opposition (which may have originally been no more than a

» Figure 7 presents a diagram of the simple semiotic square. The full set of relations and terms which the
square makes possible are outlined in Appendix A.

2 See Latour (1986, 2221), Lynch (1985), and Norman (1993) for discussions of comparison across
representations, and the mobilization of immutable mobiles for furthering academic claims.
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single term) . . . The square [offers] a kind of “discovery principle” [italics added]
... One can, in other words, very properly use this visual device to map out and to
articulate a set of relationships that is much more confusing, and much less
economical, to convey in expository prose (Jameson, 1987, p. xiv-xv)

The pedagogical function of the square translates a complexity of relations into a
single image, and produces a narrative argument from a simple opposition of terms.
Limited to prose, scholars may overlook these structures due to their difficult
expression. But translating the same material via the square offers a new form of
expression, and this new form may simplify aspects that were previously difficult.
The square outlines a model for thinking through the very connections it represents.
And it diagrammatically produces a new landscape around any navigator who holds a
steady course between two opposing terms.

5
5 *———————————— &>
]
| 1
i ]
| |
| |
| ]
| |
| |
1 |
1 |
| ]
1 ]
| ]
; !
(Nots;) 4#4—————————— p (Nots,)
~5

Figure 7: The basic semiotic square of Algirdas Greimas. The square begins with the
terms s/ and s2 and unfolds into its complete structure and set of relations. For an
explanation of each position and relation, see Appendix A. sl ~s2 (Not s2) s2 ~sl
(Not s1) S ~S

Navigating the semiotic square, theorists recreate the form of expression, but the
contents of expression vary greatly. Greimas’ (1987) own example begins with the
binary of permissible and unacceptable sexual relations. He then offers nine dense
pages of description, outlining the meaning of each position and each relation. But
these outlines in prose are themselves incredibly technical and abstract. Applying
them to specific sexual encounters or martial relations would require yet more
extensive translation work. The terms of the square present essential elements of the
narrative, but the “gutter” separating these terms can be continuously filled with ever-
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increasing detail.” The structure of the semiotic square orders spatial typology, but its
“discovery principle” flourishes through interaction with that structure. And its
insight arises from the clearing of details from that structure’s gutter.

The weakness of the diagram is the collapse of multiplicity into a homogenous
structure, but the strength of the diagram rests with the emergence of meaning
between its fractures (Massumi 1992). The fractures of the gutter offer obstacles in
the work of navigating a diagrammatic trail. Narration helps smooth these fractures,
recreating them in line with a shared story. One function of narrative is to mitigate
deviations from a pattern such that they once again conform to collective standards
(Bruner, 1990).26 Communities of practice tell stories to maintain coherence, and
these stories are often based upon shared forms and collective understandings. The
diagram offers a material anchor, a narrative representation, of these shared forms.
Just as Hutchins’ diagrams explain and teach us how to see with alternative
navigation models, a theorist can refer to the shared model of the diagram as a way to
legitimize and share their narrative. Thinking through the diagram creates a story of
the collected data. Narrating the through the diagram, a community locates shared
navigational markers, such that they may then fill the fractures between them. The
diagram situates the viewer, and in doing so, is also able to transfer the viewer. Riding
on a theoretical canoe, the information landscape passes by the steady image.

Conclusion: Diagrams as Trailheads

The question is not, Is it true? But, Does it work? What new thoughts does it make
possible? With these questions, Brian Massumi (1992) begins his discussion of the
work of Deleuze and Guattari (1987). And with the same questions, I end my
discussion of the diagram. The diagram is an operational graphic, a model for
situating a theorist and constructing an argument. It is a tool for learning how to see,
how to reason, and how to narrate. Narrative representations are stories waiting to be
told, forms of matterfunction ready to hold content. As schematic models, they offer
input structures for running a blend and formalizing discovery. But just as crucial as
diagrams are to the building process, they also mark the regulation of construction
and maintenance after completion (Knoespel, 2001). The patent drawing standardizes
a machine; and the diagrammatic image standardizes a formal argument. The image
of a diagram is not only a method, but a picture of that method as well. The first
aspect fulfills its role as a meta-representation: an abstract machine for producing
representations of a certain form. The second aspect is that certain form, a material
representation which can be held, compared, shared, and combined with other

» A counter example can be found in the book Mapping the Dynamics of Science and Technology edited
by Ari Rip. The book contains a diagram surprisingly similar to the semiotic square, however, the diagram
itself is not analyzed as a semiotic square. The square is given as an example of an article as a network of
connections. This presentation is given as an example of a network, which can be drawn from an article.
But the other than that, the figure is given a mere three sentences of attention in the written text. The figure,
although resembling the semiotic square, fulfills quite another role: that of an evidential marker. However,
for those familiar with the semiotic square, the image suggests a narrative which could be thought through.
The connections need not be arbitrary connections, but a map for navigating and narrating the ecology of
the information in the article discussed by Rip.

% The analysis of how narratives mitigate deviations and smooth an information landscape requires further
study. Here, I simply offer one of Bruner’s narrative characteristics. How this process unfolds as a narrative
process is only hinted at, and needs development along the lines of Genette (1972), Lotman (1977), and
Eco (1976).
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representations. The picture of a diagram may even fall victim of its own method,
such as the semiotic square did when Greimas’ students built it into the semiotic
frieze.”” As representations of representations, diagrammatic images contribute to the
process of unlimited semiosis, the process by which new meaning arises from the
transformation of meaning (Eco, 1976).

What new thoughts, then, does the diagram make possible? The question differs
slightly from of the goal of Vannevar Bush, but it shares his hope of personalizing our
relation to information retrieval. Bush sought the ability to navigate collected records
by running along the trails of association. But we no longer need to run from text to
text. Rather, with the aid of powerful search engines, we can instantly jump to those
texts relevant to our queries. What is needed, therefore, are not trails for locating
information, but markers for navigating what is returned. Diagrams present tools for
personalizing this process. As representations of narrative processes and discovery
principles, we may borrow their spatial reasoning and run new blends. The spatial
topologies of diagrammatic representations place us upon a trail. But these are not
records of trails that have already been walked, interpreted, and associated. They are,
rather, trailheads opening into unexplored territory. Equipped with navigational aids
of diagrammatic thought, we venture off, in search of new directions and new stories.

7 For a brief discussion of the semiotic square’s transformation into an expanding semiotic freize, see
Jules-Rosette (2004, 17-20).
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Appendix A: The Semiotic Square of Algirdas Greimas (1987)

5
'11 + ________ + 52
| |
| |
! ! - ——  Relation between contraries
| |
I I 4—  Telation between coniradictories
| |
| \ . . .
!s L T Eelation of implicalion
rfis 5y
(Nots,) - * (Mot s,
~5

Relations (50-51)
1. Hierachical: hyponymic relations are established between sl1, s2 and S; ~s1, ~s2
and ~S
2. Categorical:
a. A relation of contradiction is established between S and ~S; and at the
hierarchically inferior level between sl and ~s1, between s2 and ~s2
b. A relation of contrariety articulates sl and s2 on the one hand, and ~s1 and
~s2 on the other.
c. A relation of implication is established between sl and ~s2 on the one hand,
and s2 and ~s1 on the other.

Six Systematic Dimensions (51)

1. Two axes, S and ~S: their relation is one of contradiction. S may be termed the
axis of the complex: It subsumes s1 and s2. ~S is the axis of the contradictories
~s1 and not ~s2

2. Two schemata: s1+~s1 define schema 1; s2+~s2 define schema 2. Each of the
schemata is constituted by the relation of contradiction

3. Two deixes: The first is defined by s1 and the relation of implication between sl
and ~s2; the second by the implication between s2 and ~s1

The Status of Manifested Contents (61-62)

1. The disjunctive mode a. Disjoined from the other three terms; it is then isolated
in the manifestation. For example, we have sl vs. (s2, ~s1, ~s2). Thus, there is
one manifestation possible for each of the four terms. b. Disjoined from another
term; it becomes part of a distinctive opposition. There are six possible
manifestations: s1 vs. s2; s1 vs. ~s1; sl vs. ~82; s2 vs. ~s1; s2 vs. ~82; ~s1 vs. ~s2

2. The conjunctive mode: Six binary oppositions that define what are called
complex terms can correspond to the six immanent manifestations of the
constitutional structure. s1 ~s2 (Not s2) s2 ~s1 (Not s1) S ~S Relation between
contraries Relation between contradictories Relation of implication
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